
Probabilistic Learning of Three-Dimensional Object Models�Gregory Provan (provan@camis.stanford.edu)Pat Langley (langley@cs.stanford.edu)Institute for the Study of Learning and Expertise2164 Staunton Court, Palo Alto, CA 94306 USAThomas O. Binford (binford@cs.stanford.edu)Robotics Laboratory, Computer Science DepartmentStanford University, Stanford, CA 94305 USAAbstractIn this paper we report on an approach to learning objectmodels for use in recognition and reconstruction. Ourframework represents objects in an image using gener-alized cylinders and organizes knowledge about classesof objects in a Bayesian network. The recognition pro-cess involves propagating evidence through this inferencenetwork, whereas learning relies on updating of the net-work's conditional probabilities based on training cases.We report preliminary experimental results with syn-thetic data that suggest our method improves its recog-nition accuracy with experience. We also consider ourframework's relation to other research on learning objectknowledge for image understanding.1. IntroductionThe image-understanding process relies on accurateknowledge. This statement holds for all levels of vi-sual processing, but seems especially true at the laterstages, where object recognition and reconstruction re-quire models of objects or object classes that occur in thedomain. And though one could, in principle, enter suchdomain-speci�c knowledge manually, this technique canbe expensive, time consuming, and a source of errors.Most existing image-understanding systems include justa few models in their libraries, due to the di�culty ofentering models and organizing them in memory. Fordomains with hundreds or thousands of object classes,some automated process of model construction seems tobe necessary.In this paper we present one approach to automatingthe acquisition and revision of object models that drawson recent work in machine learning. In particular, weconsider representational, performance, and induction* This research was was supported by Grant No. N00014-94-1-0746 from the O�ce of Naval Research, with partialfunding from the Advanced Research Projects Agency.

methods that have two properties useful for computervision: the ability to operate over object descriptions atmultiple levels of aggregation; and the use of probabili-ties to handle the uncertainty inherent in image under-standing. We also report experimental evidence, usingsynthetic but realistic data, that the learning algorithmleads to more accurate recognition of object classes as itgains experience in a domain, and that it can take advan-tage of approximate domain knowledge when present.Although our e�ort holds some features in commonwith other work on learning object models, it di�ersin the central role played by two representational as-sumptions which we will discuss shortly: that three-dimensional objects can be usefully represented as gener-alized cylinders and that models of object classes can beusefully encoded in Bayesian networks. As we will see,the performance and learning algorithms follow directlyfrom these assumptions.2. Representing Objects in ImagesBefore one can recognize objects in an image, one must�rst be able to represent those objects. The literatureon computer vision contains many responses to this ba-sic issue. Some researchers describe objects in termsof low-level features (e.g., Murase & Nayar, 1993; Pope& Lowe, 1993). Others represent objects using a setof characteristic views that describe the objects' appear-ance fromalternative perspectives (e.g., Dickinson, Pent-land, & Rosenfeld, 1992). We prefer three-dimensionalover two-dimensional representations because the latterare subject to much more variation across di�erent per-spectives. For example, characteristic views require oneto store many distinct `object' descriptions in memoryfor each physical object, which leads to high costs in thematch process. This greater complexity should also re-quire more training cases during learning, since the largenumber of views means there are many more parame-ters to determine, compared to the perspective-invariantmodels used by 3D schemes.
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Figure 1: (a) The wing of an airplane, along with the (b) axis function, (c) cross section, and (d) sweep functionthat characterize it as a generalized cylinder.Given our bias toward three-dimensional representa-tions, we prefer volume-oriented formalisms over surface-oriented ones, as volumetric representations supportclean decomposition of objects into natural parts (i.e.,parts correspond to volume elements, de�ned by continu-ity, rather than to surface elements). They can also giveaccess to quasi-invariants that reduce the computationalcomplexity of matching and that simplify discriminationbetween an image's �gure and ground.One approach that has these desirable characteristics,and which has received considerable attention in the vi-sion community, describes complex objects as combina-tions of generalized cylinders, a three-dimensional for-malism that represents each component of the object interms of a two-dimensional cross section that is sweptthrough a path. We limit ourselves here to homoge-neous generalized cylinders, a special class in which thecross section has constant shape and orientation, but canvary in size over the course of the path; thus, the sweepfunction speci�es only scaling information.FollowingBinford, Levitt, and Mann's (1989) previouswork in this area, we describe each generalized cylinderin terms of three functions: a cross section, an axis func-tion, and a sweep function. The cross section is a surfacethat typically speci�es the shape of a cut made perpen-dicular to the major axis of the object, the axis functiondescribes the three-dimensional path of that axis, andthe sweep function speci�es the transformation of thecross section along the length of the sweep. Figure 1shows the wing of an airplane, along with the cross sec-tion, axis function, and sweep function for this structure.

There are many di�erent ways to represent functionsof this sort internally. For instance, we might de-scribe each function using a piecewise linear or piecewisequadratic function, or we might use a single higher-orderpolynomial. Here we use instead a sequence of points.For the cross section, the �rst point corresponds to somearbitrary position along the curve; the axis function be-gins at one end of the object; and the scaling functionindicates size as a function of distance along the axis.The above formalism lets one represent a rich set ofprimitive objects, but more complicated structures re-quire an extended language. We describe each com-plex object as a compound of generalized-cylinder parts,along with a set of relations among those parts. Al-though we could specify these spatial relations in termsof the components' positions and orientations within acommon coordinate system, we instead use higher-orderrelations that are invariant across di�erent perspectives.In particular, we select one component P (the onewith the longest axis, which is likely to be visible frommost perspectives) as primary for a given complex objectand compute its spatial relations with each non-primarycomponent C. In particular, we compute the straight-line vector PA between the �rst and last points along theprimary P 's axis, and we compute an analogous vectorCA for each nonprimary component. We then computethe dot product of these two vectors to determine theangle between the two components' axes. This scalartakes on values between zero (when C and P are parallel)and one (when C and P are perpendicular). Considerthe plane depicted in Figure 2; here the angle between



Figure 2: An airplane that can be described in terms of six component parts (the fuselage, two main wings, two tailwings, and a tail), each characterized in turn as generalized cylinders. The orientations and relative sizes of thesecomponents provide important constraints on the concept.the axis of the plane's fuselage (the primary component)and the axis of its left wing is 60 degrees, giving 0.866 asthe dot product. A more swept-back wing would have alower value.The above term describes the spatial relations be-tween the component objects' axes, but not the rela-tions among their cross sections. For the primary com-ponent, we use a similar measure found by computingthe straight-line vector PC that starts at each cross sec-tion's center (measured at the �rst point along the axis)and ends at the �rst point describing the cross section.As before, we compute the analogous vector CC for eachnonprimary component, then calculate the dot productfor each pair, which varies from zero (when the cross sec-tions are oriented in the same direction) and one (whenthey are perpendicular). For the plane in Figure 2, thisterm is needed to specify the relative orientation of thetwo wings, to ensure they point in the same direction.Finally, we characterize the relative sizes of objectcomponents in terms of the lengths of their axes. Specif-ically, for each nonprimary component C we computethe ratio PC=PA, using the same vectors we computedto describe the angles between component axes. Thisscalar can range from �1 to 1, though it will oftenbe less than one because the primary component will belarger than other parts. For instance, the axis length forthe plane fuselage in Figure 2 is longer than those forthe wings or tail.3. Representing Classes in MemoryIn the previous section we described our representationfor objects that appear in images. However, to sup-port recognition and reconstruction, long-term memorymust contain more than descriptions of individual ob-jects; it must also store descriptions of object classes.Such descriptions must specify both the structure held

in common among members of each class and their in-herent variation. For example, the typical plane includesa fuselage, two major wings, two tail wings, and a tail inroughly the same con�guration, but the details of thesecomponents and their spatial relations vary considerably.Researchers have developed a number of methods forrepresenting abstract classes. One common approach isto use a logical description that speci�es a set of su�cientfeatures or relations for membership in a class. How-ever, we favor a probabilistic framework that lets onetake uncertainty into account during the inference pro-cess. One common organization for probabilistic knowl-edge is known as a Bayesian network (Charniak, 1989).This framework assumes a set of nodes, representing at-tributes or variables, connected by a set of directed links,indicating causal relations among the attributes. Storedat each node is a table that speci�es the conditional prob-ability distribution for the values of that attribute foreach combination of values of its parent attributes. Anabsence of links between two attributes indicates thatthey are conditionally independent given their parents.Figure 3 shows the structure of the Bayesian networkwe use to encode three-dimensional models of objectclasses. The top node speci�es the class of the compositeobject, such as plane or rocket launcher. This node hastwo general types of children. One type (the black cir-cles) represents the classes of component objects, such aswings and turret or fuselage and base. The other (blacksquares) speci�es spatial relations among these compo-nents, such as the dot products and ratios described inthe previous section. These nodes di�er from the com-posite and component nodes in that they store Gaussiandistributions (in terms of means and variances) over nu-meric attributes, rather than discrete probability distri-butions over nominal variables.The component nodes in turn each have three chil-dren (shown as white circles). One of these representsthe possible cross sections, another the alternative scal-
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cross sections, axis functions, Figure 3: Structure of the Bayesian network used to encode knowledge of object classes at di�erent levels of aggre-gation. The top level describes classes of composite objects, the second level summarizes their components (blackcircles) and the spatial relations among them (black squares), the third level (white circles) represents the crosssections, axis functions, and scaling functions of generalized cylinders, and the lowest gives the points used in thosefunctions. Circles depict nodes for discrete variables, whereas squares stand for continuous variables.ing functions, and another the possible axis functionsthat can occur for component objects. For now, we havechosen to treat these as nominal attributes, specifying asmall set of discrete alternatives in each case. Thus, foraxis functions we might have one class that correspondsto a straight line (for the fuselage) and another that de-notes a straight line with a downward turn at the end(for wings). Similarly, for cross sections we might have acircle, an ellipse with major axis twice the length of itsminor axis, and a rectangle with the same proportions.The �nal level of the Bayesian network correspondsdirectly to the numeric variables used to describe eachpoint in a cross section, axis function, or scaling function.Again, the conditional probability table stored with eachnode speci�es a multivariate Gaussian distribution, de-scribed in terms of means, variances, and covariances;the latter are needed because there may exist correla-tions among variables not covered by the parent node.We should note that the structure in Figure 3 consti-tutes a special form of Bayesian network, in that eachnode has exactly one parent. This means that the prob-ability distribution for each attribute is directly depen-dent on only one other variable. As we will see in thesections that follow, this assumption considerably sim-pli�es both learning and performance. In fact, each set ofnodes and their common parent have the form of a naiveBayesian classi�er (Langley, Iba, & Thompson, 1992),a simple probabilistic representation that assumes a setof predictor variables that are conditionally independentgiven the class attribute. Because our organization forvisual knowledge combines a number of such entities1 inthis hierarchical manner, we will refer to this structureas a cascaded Bayesian classi�er .1The only minor exception is the lowest layer, in which weinclude covariances to handle possible correlations betweenpairs of variables.

4. Recognizing Classes of ObjectsIn previous sections we presented our formalism for de-scribing objects in an image and our Bayesian networkrepresentation for object classes. Now we can examinethe use of these descriptions in the processes of recog-nition and reconstruction. Brie
y, given output froman early vision system in terms of generalized cylindersand spatial relations among them, we want to use theBayesian network to classify the objects they describeand to infer the shape, position, and orientation of anyoccluded components.Let us focus �rst on the classi�cation process, review-ing the behavior of naive Bayes, as it plays a central rolein the cascaded Bayesian classi�er. The aim of the naiveBayesian algorithm is to determine the most likely classC given an observed test instance I. To this end, we ap-ply Bayes' theorem to determine the probability of eachclass Ci given the instance, giving:p(CijI) = p(Ci)p(IjCi)p(I) ;where p(Ci) is the prior probability of class Ci andp(IjCi) is the probability of the observed instance giventhis class. However, since I is a conjunction of j values,we can expand this latter expression to:p(Cij^ vj) = p(Ci)p(V vjjCi)Pk p(Ck)p(Vvj jCk) ;where the denominator sums over all classes and wherep(V vj jCi) is the probability of the instance I given theclass Ci. After calculating these probabilities for eachclass, the naive Bayesian classi�er assigns the instanceto the class with the highest overall probability.



In order to make the above expression operational, wemust still specify how to compute the term p(V vjjCk).Because naive Bayes assumes independence of the com-ponents given the class, we can use the equality:p(^ vj jCk) =Yj p(vjjCk) ;where the values p(vjjCk) represent the conditional prob-abilities stored with each attribute (node). This ap-proach greatly simpli�es the computation of class prob-abilities for a given observation.Now that we have reviewed naive Bayes, we can exam-ine the extensions necessary to support the cascaded ver-sion. We will �rst consider the top level of the Bayesiannetwork and work downward from there. We want tocompute P (OijVCj), where Oi is the class of the com-posite object, and the `instance' consists of the compo-nent classes C1 through Cn, along with the spatial re-lations among them. For example, we might want todistinguish between a plane and a rocket launcher, orbetween di�erent types of planes. Again, because weassume that the component classes and orientations areindependent given the object class, we can simply takethe product of the various conditional probabilities whendetermining the probability of the object class, using theexpressions given above.However, we must modify the naive Bayesian schemesomewhat because earlier stages of the object recognitionprocess do not provide the class of each component, butrather a probability distribution across the classes. Thatis, we cannot tell for certain whether a component is afuselage or a turret, but we do have probabilities foreach such component class. In response, we use thesedistributions to compute the probability p(VCj) of eachcombination VCj of component classes, then compute:X p(^Cj)P (Oij^Cj) ;which sums over all such combinations, to �nd the overallprobabilities of the composite object classes Oi. Usingsuch a sum, weighted by probabilities, is the standardBayesian approach to dealing with uncertain situations.We have shown the calculations needed to determinethe probabilities of each object class (and thus to se-lect the most likely one), but they rely on probabilitiesabout the component classes and their relative spatialorientations. As described in Section 2, the orientationinformation can be computed directly from the descrip-tions provided by the early vision system, in that wecan compute the dot products and ratios for each pair ofcomponents, then determine the probability P (vjjOj) ofthe resulting values according to the conditional Gaus-sian distribution associated with each numeric attribute.Thus, we can determine the extent to which two com-ponents have the right orientations and sizes to serve asthe fuselage and wing of a plane.We must still compute the probability distributionsfor the component classes themselves, but we can applythe modi�ed naive Bayesian approach recursively, as thestructure of the hierarchy indicates that the cross sec-

tion, axis function, and scaling function are independentgiven the component class. Thus, we have:p(CjjX;A; S) = p(Cj)p(XjCj)p(AjCj)p(SjCj)Pk p(Ck)p(XjCk)p(AjCk)p(SjCk) ;where Cj is the component class (e.g., fuselage or wing),X is the cross section (e.g., circle or ellipse), A is theaxis function (e.g., straight or downturning), and S isthe scaling function (e.g., constant or shrinking). As be-fore, we must modify this somewhat to compute a sumweighted by the probability for each combination of val-ues for the three generalized-cylinder functions.The above calculations suppose a speci�c mapping be-tween image components and model components. Giventhe same number of components in the model and im-age, for N components there are N ! possible mappings.Because N is typically small, we simply compute the pos-terior distribution for each of these mappings, select themapping that produces the lowest mean-squared errorsfor the axis functions, cross sections, and scaling func-tions, and ignore the alternatives.2 For example, giventhe image of a plane with six components, this schemeleads to 120 possible mappings, only one of which shouldhave a low error. Another approach would compute aweighted combination of the probability distributions foreach mapping, but this would require some way to de-termine the probability of each mapping, which we lack.Finally, the recognition system must compute theprobabilities for each type of cross section, scaling func-tion, and axis function from the output of the early visionsystem, which produces an ordered set of points in 2D or3D space for each function. We transform these obser-vations into probabilities using a three-step procedure,which maps the observed points onto the points storedwith each type:� Calculate the distances between successive pointsin each image function and divide the cumulativedistances by their sum to give fractions of arc length,scaling the values of the points by the same amount;� Interpolate points in each image function to ensurethe image function contains the same number ofpoints, at the same fraction of arc length, as eachcorresponding model function;� Compute the least-squares equation relating the im-age and model functions, weighted inversely by thevariance of each model point;3 this process rotatesand translates the coordinate system of the imagefunction to give the best �t to the model function;� Use the transformed points to give values for themodel variables, then use the naive Bayesian scheme(augmented by covariances) to compute the proba-bility of each function type.2More e�cient methods that avoid these combinatoricsare certainly possible, and we plan to incorporate one of theminto future versions of the system.3For the cross section, we �nd the least-squares equationusing every possible image point as the mapping onto the �rstpoint in the model function, then select the one that givesthe best �t.



This multistep process transforms the cross-sectionpoints for each image component into a probability dis-tribution over the possible cross sections, and producessimilar distributions for each axis and scaling function.Combined with the stages discussed earlier, it groundsthe probability computations in a description of the im-age, and thus lets the system classify the object thatappears in the image.Clearly, the above scheme relies centrally on the ex-traction of generalized cylinder descriptions for objectsand their components in the image. To this end, weplan to invoke software described by Zerroug and Neva-tia (1994), which produces cross sections, axis functions,and scaling functions in the format we described earlier(i.e., as sets of points). Although we have not yet con-nected our recognition system directly to Zerroug andNevatia's software, due partly to the technical di�cultyof grouping edgels and generating generalized-cylinderdescriptions, establishing this link has a high prioritywithin our research program.One can also use the cascaded structure for recon-struction rather than recognition. Suppose some imagecomponents are occluded, so that the early vision sys-tem produces descriptions for only some of them. Onecan still use this partial set to determine the probabil-ities for each composite object class, through the samemechanisms described above. One can then use this in-formation to infer the most likely identities for the miss-ing components, along with their orientations relative tothe observed components. This inference process followssomewhat di�erent lines from the classi�cation process,but it can be carried out using standard algorithms forBayesian networks. We have not yet implemented thisreconstruction process, but we plan to incorporate it intofuture versions of the system.Our approach to image understanding borrows heav-ily from Binford, Levitt, and Mann's (1989) work, whichalso combines a generalized cylinder representation forobjects with a Bayesian network for object recogni-tion and reconstruction. However, their framework dif-fers from ours in two important respects. First, theirBayesian network deals with both early and late vi-sual inference, extending from edgels in the input image,through curves and ribbons (in which quasi-invariantsplay a central role), to generalized cylinders and com-plex objects. In contrast, we have focused on the lastfew stages in order to simplify matters for learning. Sec-ond, Binford et al.'s approach constructs the Bayesiannetwork dynamically, from the bottom up, on each stepselecting the most likely candidates to extend further.This technique lets their system deal with quite com-plex images in which many apparent edges play no partin the �nal object description. By comparison, we haveassumed a �xed network structure that assumes gener-alized cylinder descriptions are already available.Liang, Christensen, and Jensen (1994) describe an-other approach that relies on Bayesian networks for 3Drecognition and reconstruction, but that introduces as-pect graphs or characteristic views as an intermediatestage between 2D curves and full 3D descriptions (forwhich they use geons rather than generalized cylinders).

As in Binford et al., their method can use the inferencenetwork to perform bottom-up recognition from the im-age, top-down reconstruction from the models, or a mix-ture of these processes. The system also incorporatesa decision-theoretic utility function, similar to that re-ported by Levitt, Binford, and Ettinger (1989), to di-rect the inference process and focus attention. Rimeyand Brown (1994) also use this idea in their 2D systemfor detecting the location of objects. Clearly, our ownwork is most closely related to Binford et al.'s frame-work, though it is somewhat simpler due to our concernwith learning issues.5. Learning Models of Object ClassesAs described by Langley et al. (1992) and others, learn-ing in the naive Bayesian framework involves the simpleprocess of incrementing a count each time the system en-counters a new instance, along with a separate count fora class each time it observes an instance of that class. To-gether with the prior probabilities discussed below, thesecounts let the classi�er estimate p(Ck) for each class Ck.In addition, for each instance of a class that has a givennominal value, the algorithm updates a count for thatclass-value pair. Together with the second count, thislets the classi�er estimate p(vjjCk). For each numericattribute, the method retains and revises two quantities,the sum and the sum of squares, which let it compute themean and variance for a normal curve that it uses to �ndp(vjjCk); a similar calculation lets it update the quan-tities needed to compute the covariance matrix (Suppes& Liang, 1995) if deemed necessary. Because some in-stances may have missing attributes, the system mustinclude a fourth count for each class-attribute pair.The hierarchical structure of the cascaded Bayesianclassi�er requires some extensions to this learningmethod. The most obvious is that it must update countsfor conditional probabilities at every level of the struc-ture. One response relies on the teacher to provide classlabels not only for the composite object, but also forits components and their functions. This supervised ap-proach e�ectively transforms the induction task of cas-caded Bayes into a set of relatively independent naiveBayes tasks. This method requires more user attentionthan we would prefer, but it provides a good baseline.We have also explored two semi-supervised techniquesthat only assume class labels for composite objects andnumeric values that describe each generalized-cylinderfunction. One scheme takes a competitive approach thatsimply selects the most likely value for each node in thehierarchy, given the data, and updates its count by one.The other approach uses a proportional method that up-dates the count for each value by a fraction equal to theinferred probability for that value. The �rst technique issimilar to methods for competitive learning in neural net-works; the second relies on the more `proper' Bayesianidea of operating directly on probability distributions.Analogous methods are possible for numeric attributes,but in the current system these are all `observed', in thatthey are computed directly from the output of the earlyvision module.



Table 1: Components and functions for object classes used in experimental study.Composite Component Cross Section Axis Function Scaling FunctionPlane Fuselage Circular Straight Up-level-downLeft-main-wing Elliptical Down-turning DecreasingRight-main-wing Elliptical Down-turning DecreasingLeft-tail-wing Elliptical Down-turning DecreasingLeft-tail-wing Elliptical Down-turning DecreasingTail Elliptical Down-turning DecreasingTank Tank-Base Elliptical Straight ConstantTurret Circular Straight Up-level-downCannon Circular Straight ConstantBuilding Building-base Rectangular Straight ConstantBuilding-roof Rectangular Straight ConstantBoth the competitive and proportional methods lackone desirable feature of naive Bayes { its independenceof training order (Langley, 1995). Because early revi-sions can in
uence the probabilities generated for latertraining cases, the order of presentation can a�ect theprobability estimates stored with each node. To o�setthis tendency, one can run the training data through thelearning algorithm repeatedly, as in some neural networkmethods, until no signi�cant changes occur in the result-ing probabilistic descriptions.We have not yet explained how to transform the storedcounts into probabilities, for use during classi�cation.The most straightforward scheme for estimating p(C),p(vjC), and related terms simply computes these proba-bilities as ratios of the counts; for example, p(C) wouldbe the number of instances with class C divided by thetotal number of instances. However, this approach canlead to zero probabilities that can overwhelm other termsin the products computed during classi�cation. Clarkand Niblett (1989) describe one response to this prob-lem; when no instances of a value have been observed,they replace the zero probability with p(C)=N , where Nis the number of training cases.Another way to avoid this problem is to specify priorknowledge about each probability distribution. Onecommon scheme makes use of `uninformed priors', whichassign equal probabilities to each possible class and tothe possible values of each attribute.4 However, onemust also specify how much weight to give these priorsrelative to the training data. For example, Anderson andMatessa (1992) use a Dirichlet distribution to initializeprobabilities and give these priors the same in
uence asa single training instance, and we have used the samescheme in our implementation. Following their lead, weuse an analogous technique to initialize the distributionsfor numeric variables.4These priors concern the distribution of probabilities tobe estimated during learning, and it is important not to con-fuse them with the priors used during the classi�cation pro-cess, which themselves result from learning.

6. Experimental Studies of the ApproachWe have posited two important characteristics of our ap-proach to learning object models: that the induction pro-cess can improve the recognition of object classes basedon experience and that this process can be aided by back-ground knowledge stated in terms of generalized cylin-ders and Bayesian networks. However, these claims areactually hypotheses that, ultimately, can only be evalu-ated empirically. In this section we present two studiesdesigned for this purpose.Experiments in visual learning, as in other areas, in-volve some dependent variable that measures behavioralong a dimension of interest and one or more indepen-dent variables that, when varied, might a�ect that be-havior (Kibler & Langley, 1988). In this case, our depen-dent measure is the recognition or classi�cation accuracyof the visual system; that is, the percentage of objectscorrectly assigned to their proper class. The indepen-dent variables include the number of training objects (totest the hypothesis that accuracy improves with experi-ence) and the amount of background knowledge (to testthe claim that this knowledge aids learning). Anotherindependent variable of interest concerns the amount ofnoise in the domain, as re
ected by the variation of ob-jects within each class.Because we had not yet interfaced with Zerroug andNevatia's software, which will provide us with general-ized cylinder descriptions of the objects in an image, weconstructed a generator that produces synthetic data inthe same format. Given a set of 3D `target' models fordi�erent object classes, this generator can create randominstances of each object class. Each instance is describedas a set of components with associated cross sections,axis functions, and scaling functions (described in turnas sets of points), along with spatial relations amongthe components. Numeric values are sampled randomlyfrom the Gaussian distribution speci�ed in the targetmodel, whereas nominal values are sampled randomlyfrom discrete distributions. The generated object's ab-
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Figure 4: Learning curves on synthetic 3D image descriptions (a) with uninformed priors and (b) with backgroundknowledge about the domain. The error bars represent 95% con�dence intervals.solute position and orientation in space are determinedby randomly selecting a point in space from which theobject is viewed, sampled from a region that lies greaterthan one distance from the object and less than another.For the present studies, we handcrafted target mod-els for three object classes: planes, tanks, and buildings,each with between two and six components. Table 1presents the generalized cylinder components for theseclasses and the functions that describe them. The nu-meric variables (not shown in the table) are speci�edas the means and standard deviations for a conditionalGaussian. We used these target models to generate ran-domly ten sets of 20 training cases each and another 50cases as a separate test set.Our �rst experiment systematically varied the num-ber of training objects available during learning. Morespeci�cally, we ran the supervised algorithm on the �rst�ve cases in each of the ten training sets, then over the�rst ten cases, and so forth. For each situation, we mea-sured the accuracy of the learned Bayesian network onthe 50 test cases, averaging the results across the di�er-ent training sets. In each run, we initialized the cascadedBayesian classi�er with uninformed priors over all theclasses that occurred in the target categories, to mini-mize knowledge of the domain.Figure 4 (a) presents the resulting learning curve,which shows the mean accuracies and 95% con�dence in-tervals for each experience level. The curve shows clearlythat cascaded Bayes does improve its ability to recognizeobjects as it gains experience, at least in this syntheticdomain. This result is not especially surprising, but themachine learning literature does contain cases in whichperformance actually degrades with increasing experi-ence, so this basic experiment was necessary to counterthat possibility.Our second experiment was designed to show thatbackground knowledge, in the form of a cascadedBayesian classi�er that encodes information about gen-

eralized cylinders, can aid the learning process. Themotivation for this study comes from the notion thata developer may be able to enter models into an objectlibrary, but that only the gross model characteristics arelikely to be accurate. The learning system should notonly be able to use training data to revise the models,but should use this approximate knowledge to give moreaccurate recognition than a system that lacks it.To test this idea, we repeated the conditions of the�rst study but, rather than using uninformed priors toinitialize the Bayesian network, we used probability dis-tributions based on the target models. In particular,we entered the accurate probability distributions for alldiscrete variables, but we left the numeric variables asin the previous study. Figure 4 (b) shows the learn-ing curve that results when such background knowledgeis present. Although accuracy is slightly better earlyin learning, the general behavior is surprisingly similarto that without background knowledge, presumably be-cause the availabity of class information about all levelsof the object is enough to constrain the learning process.We hypothesize that informed priors will provide morebene�t to the semi-supervised methods, but testing thatprediction must await future research.7. Related Work on Visual LearningOur approach to object recognition and visual learninghas similarities to earlier work in this area but also someimportant di�erences. Here we brie
y consider theseother e�orts, in each case discussing the representationand organization of knowledge, the performance elementthat uses that knowledge, and the method for acquir-ing it. We will see that most researchers have relied onclustering rather than supervised learning methods andthat, although probabilistic descriptions have been com-mon, they are typically organized by means other than



Bayesian networks.For example, Sengupta and Boyer (1993) have (likeus) taken an approach that represents objects modelsas probabilistic summaries at di�erent levels of aggrega-tion. However, they further organize these models in anis-a hierarchy, through which the recognition proceduresorts new descriptions. This sorting process leads to up-dates in the probabilistic summaries through which thedescription passes, and creates a new subclass upon �nd-ing children with class summaries that are su�cientlydi�erent from the new description. This incremental,unsupervised scheme is very similar to our earlier workon unsupervised concept formation (Gennari, Langley, &Fisher, 1989), di�ering primarily in its evaluation metricand its reliance on beam search for sorting rather thana greedy method. Sengupta and Boyer have tested theirapproach using descriptions taken from a CAD libraryof 3D objects.Conklin (1993) describes another approach to learningvisual categories that organizes memory in terms of anis-a hierarchy, but in which each nonterminal node con-tains not a probabilistic summary of training cases butlogical conjunctions of features held in common by all ofits children. These logical descriptions are designed to betransformation invariant, in that they remain true fromdi�erent perspectives and distances. Conklin's systemuses these invariant descriptions primarily as indices dur-ing retrieval of individual training cases, but also to helpparse images as they are sorted through the hierarchy.As in Sengupta and Boyer's work, learning is incrementaland interleaved with the sorting process, with trainingcases being stored as new terminal nodes but also lead-ing to more general descriptions along the paths theytraverse. Conklin has used his approach in the analysisof molecular scenes described as electron density maps.Segen (1993) presents an alternative approach to vi-sual learning which comes closer to our own, in that ituses probabilistic summaries for object models at di�er-ent levels of part-of aggregation but only one is-a level.He describes each object class as a `stochastic graph',which consists of a set of components, each speci�ed witha discrete probability distribution over a set of nodesthat are themselves stochastic graphs. The recognitionprocess assigns an image to the most likely top-levelgraph, and the learning algorithm either incrementallyupdates the probabilistic summaries for the selected classor creates a new class if the image is di�erent enoughfrom existing ones. Segen's recursive stochastic graphsbear a strong similarity to our cascaded Bayesian classi-�er, though his unsupervised learning algorithm, whichincorporates notions of minimumdescription length, dif-fers from our semi-supervised techniques, which use amaximum-likelihood approach. Moreover, his represen-tation for objects is two-dimensional rather than three-dimensional, as in our framework. Segen has tested hisapproach in the domain of gesture recognition.Additional work on learning object models throughclustering, reported by Gros (1993), takes a nonincre-mental, agglomerative approach. As in Segen's method,the basic representation is two-dimensional, in this casedescribing each class of objects as a set of characteris-

tic views. Each view is summarized as a set of features,such as line segments and their points of intersection,that occur at a single level of aggregation. Gros doesnot describe a performance element, but one might usea variant on the nearest neighbor algorithm to to assignimages to the characteristic view with which it shares themost features, and thus to an object class. The learningsystem relies on an unsupervised clustering algorithmthat successively merges the two clusters of images thatare nearest in the feature space, followed by postprocess-ing that uses a threshold to determine top-level classes.Pope and Lowe's (1993) approach is similar to Segen's,in that they represent objects as sets of 2D characteris-tic views, each described as a set of features at multiplelevels of aggregation. Associated with each feature is aprobability of occurrence and a probability distributionfor its numeric attributes. Recognition of new imagesinvolves using Bayes' rule to compute the probability ofeach view given the features found in the image, thenselecting the most likely one. The learning scheme in-crementally assigns each image description to the mostlikely view and updates the probability distributions forthat view, but creates new characteristic views for su�-ciently novel instances.5 Although super�cially di�erentfrom our approach in that it operates on clusters ratherthan on a Bayesian network, the basic induction methodis very similar to our own, except that it does not takeadvantage of class labels on training cases. However,the representational di�erences are more profound, withPope and Lowe relying on 2D characteristic views ratherthan the 3D generalized cylinders that are central to ourown work.The importance of background knowledge to our ap-proach distinguishes it from most work on vision andlearning, but Cook, Hall, Stark, and Bowyer (1993) de-scribe another method that builds on these ideas. Theypresent their learning system with initial models forobject classes and a set of inference rules for predict-ing the degree to which an object in an image satis�essome `function'. Training cases have functionality scores,which the learning algorithm uses to revise the condi-tions on its inference rules, using a method similar tobackpropagation in neural networks. Background knowl-edge lets the system infer 3D descriptions from imagesand also constrains the learning process. Their approachdi�ers from ours in the use of inference rules to deter-mine the degree to which a class is satis�ed, as opposedto our Bayesian inference scheme, but the general styleof encoding background knowledge, and its role in bias-ing the induction process, are very similar. Cook et al.'sapproach also bears a close relation to earlier work byWinston, Binford, Katz, and Lowry (1983) on learningrecognition rules from functional knowledge.In summary, the recent literature reports a numberof research e�orts that address issues similar to thosewith which we are concerned. Many of these employprobabilistic representations to handle the uncertainty5In related work, Beis and Lowe (1993) have focused oncreating is-a hierarchies and indexing object models, whichcomes closer to the approaches taken by Conklin and by Sen-gupta and Boyer.



inherent in vision, and some describe complex objectsat multiple levels of aggregation. However, none ofthese projects have used generalized cylinders to rep-resent three-dimensional object models, nor have theytaken advantage of Bayesian networks to structure thisknowledge and constrain the learning process.8. ConclusionsIn this paper we described an approach to visual learningthat draws on earlier work in both image understandingand machine induction. Our system characterizes ob-jects in images in terms of generalized cylinder parts andrelations among them, while it stores long-term knowl-edge about object classes in a Bayesian network. Therecognition process relies on early vision software, de-veloped by Zerroug and Nevatia (1994), to infer general-ized cylinder descriptions from images, followed by prob-abilistic inference over the Bayesian network to deter-mine the most likely cross sections, axis functions, scal-ing functions, component classes, and composite classes.The structure of the Bayesian network, which assumesindependence of variables given their parents at eachlevel, simpli�es the learning process, which consists ofupdating counts for the most likely candidate at eachlevel.We reported preliminary results with this approachto learning object models, using synthetic but realisticdata to show that the system improves its recognitionaccuracy with experience and that it can take advan-tage of partial background knowledge. However, morework clearly remains to be done. In future research,we plan to test the system on output from Zerroug andNevatia's software to measure robustness on actual im-ages. We will also carry out experiments with additionalsynthetic data that involve greater within-class varia-tion, thus testing our probabilistic inference and learn-ing mechanisms under more challenging conditions. Wealso intend to compare experimentally the behavior ofthe competitive, proportional, and supervised methodsfor learning. Finally, we should evaluate our approachon recognition tasks involving hundreds of object classes,to test our claim that automated acquisition of model li-braries is possible in such situations. Although our stud-ies will undoubtedly reveal problems with the system,they should also suggest improvements, and we havehigh hopes that the basic framework will prove usefulfor a variety of image-understanding domains.AcknowledgementsWe thank Tod Levitt, Wallace Mann, Kurt Huang, andWalter Tackett for useful discussions on the ideas re-ported in this paper. We also thank Kurt Huang forwriting the data generation code used in the experimentsand Wallace Mann for making available software used inthe matching routines.
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