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Distributed Learning for Traffic Management 11 IntroductionA large e�ort is under way by government and industry in America, Europe, and Japan to developintelligent vehicle and highway systems (IVHS). These systems incorporate ideas from arti�cialintelligence, intelligent control, and decision theory, among others, to automate many aspects ofdriving and tra�c control. The goals of IVHS are quite broad and include increased tra�c through-put, fewer accidents, reduced fuel consumption, and a better driving experience.The work in this paper targets one component of the overall task: the problem of managingtra�c. Advanced tra�c management systems (ATMS) are designed to reduce congestion andincrease overall tra�c throughput. Most such systems maintain e�cient tra�c ows by controllingtra�c signals and highway ramp meters, treating tra�c as a single mass and ignoring the behavior ofindividual cars (Gilmore, Elibiary, & Forbes, 1994; Kagolanu, Fink, Smartt, Powell, & Larson, 1995;Pooran, Tarno�, & Kalaputapu, 1996). Another technique, actually used on London's beltway,calculates a �xed speed for each lane that would give e�cient tra�c ow, then assigns each vehicleto a lane and requires them to proceed at the indicated speed (Hall, 1995; Ramaswamy, Medanic,Perkins, & Benekohal, 1997).However, these approaches miss an important component of tra�c management: coordinationof the cars themselves. Drivers generate local behaviors such as lane changes and speed control, andthese behaviors could be coordinated and optimized to better maintain desired speeds and achievegreater tra�c throughput. This suggests that a challenging problem for machine learning lies inthe development of cooperative driving strategies for tra�c management. This paper explores oneform of this problem: intelligent lane selection. Each car receives local input of the surroundingtra�c patterns and the desired speed of the driver and outputs the lane in which to drive. A car'slane selections should consider not only the maintenance of its own desired speed, but also howthe selection will a�ect the speeds of other cars. In this way, the cars should organize themselvesinto a cooperative system that lets the fast drivers pass through, while still letting the slow driversmaintain their speeds.This work in this paper is exploratory in nature, and follows Dietterich's (1990) model forexploratory machine learning research. We formulate the novel problem of tra�c managementfrom a car-centered, machine learning perspective and present initial results of cooperative laneselection. The next section recasts tra�c management as a search for cooperative controllers in adistributed environment and motivates the application of machine learning. Section 3 describes ourlearning system and section 4 presents empirical results in a simulated tra�c environment. Section5 discusses related work, followed by an outline of some important future research directions insection 6. The �nal section summarizes our work and gives some concluding remarks.2 Car-Centered Tra�c ManagementAs noted earlier, our approach to tra�c management involves a reformulation of the probleminto a distributed arti�cial intelligence task, in which cars coordinate lane changes to maintaindesired speeds and reduce total lane maneuvers. We de�ne the problem with no assumptions aboutthe level of automation of the cars. Lane selection information could be provided to the driver,who completes the maneuver, or to a regulation controller in an automated car (Pomerleau, 1995;Varaiya & Shladover, 1991; Varaiya, 1993). However, our view is that intelligent lane selectionwill be most bene�cial for manual driving, since automatic driving normally assumes that cars will
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55 (b)Figure 1: (a) An example tra�c situation in which the tra�c ows from left to right and thenumber on each car shows the car's speed. (b) Tra�c after reorganization in which car 75 and 65swap lanes followed by another lane change by car 65, so that all cars can maintain their desiredspeeds.travel at common speeds in platoons and thus there is less need for reorganization of the cars basedon di�ering individual speeds.2.1 Problem De�nitionIn the current advanced tra�c management view, cars are considered tokens that follow simple,sel�sh rules of behavior. These management systems a�ect the ow of the car tokens by controllingexternal, �xed-position devices such as tra�c signals, ramp meters, speed limits, and dynamic lanes.Surprisingly, very little research has addressed how the cars themselves can sense and intelligentlya�ect tra�c dynamics. One exception is the work of Carrara and Morello in the DOMINC project.Our view is that cars are not blind tokens, but rather can sense their environment and actintelligently and cooperatively to achieve a desired global behavior. More speci�cally, cars can learnto organize themselves by tra�c lanes to increases overall tra�c throughput, reduce the averagenumber of lane changes, and maintain the desired speeds of the drivers. Intelligent lane selectionshould therefore complement existing e�orts in advanced tra�c management by providing betterthroughput in between tra�c signals and better-de�ned driver behaviors for tra�c-ow prediction.Figure 1(a) illustrates a situation where lane coordination is bene�cial. The �gure illustrates�ve cars along with their speeds, which will be used as identi�ers. Car 72 is quickly approachingcar 65 and will be unable to pass because of the position of car 67. Without reorganization, car65 forces car 72 to reduce its speed and wait for car 67 to pass car 65, which will decrease tra�cthroughput and car 72's satisfaction. An e�cient solution to this problem is for car 75 and car 65 toimmediately swap lanes, followed by car 65 moving into the bottom lane, as shown in Figure 1(b).This maneuver ensures that no speeds are reduced and no throughput is lost.We recast the tra�c management problem as a problem in distributed arti�cial intelligence,where each car represents an individual agent in a multi-agent system. Cars act on their world(highway) by selecting appropriate lanes to drive in. They interact with other cars by competingfor resources (spaces or slots on the highway). Each action is local in nature, and may not produceany noticeable bene�t to the car. Collectively, however, the local actions can improve the global



Distributed Learning for Traffic Management 3performance of the tra�c. For example, yielding a lane to a faster car does not produce any localbene�t to the slower car, but does increase the overall tra�c throughput and let the passing carmaintain its desired speed.Global tra�c performance could be de�ned in many di�erent ways. Governments want hightra�c throughput, whereas drivers want to maintain desired speeds with few lane changes. Weselected the driver-oriented metric, since drivers are likely to be the harshest critics of cooperativedriving. The performance function P we devised for a set of cars C is given by the equation:P (C) = PTt=1PNi=1(Sait � Sdit)2TN � 60PNi=1 LiTN ; (1)where T is the total time steps (in seconds), N is the number of cars, Sdit is the desired speed of cari at time t, Sait is the actual speed of car i at time t, and Li is the total number of lane changes forcar i over T time steps. The goal is to minimize the di�erence between actual speeds and desiredspeeds averaged over several time steps and over all cars on the road. Each speed di�erence issquared to penalize extreme behavior. For example, driving 60 m=h 90% of the time and 10 m=h10% of the time gives an average of 55 m=h but is clearly less desirable than driving 56 m=h 50%and 54 m=h 50% of the time, which also gives an average of 55 m=h. Squaring the error fromdesired speed gives a higher evaluation to the more consistent strategy. To discourage excessivelane changes, the performance function is adjusted by subtracting the number of lane changes perminute averaged over all cars.The problem is thus to �nd a lane-changing strategy or a set of strategies to maximize equation 1.A naive strategy for each car, which most tra�c management systems assume, is to select the lanethat lets it most consistently achieve its desired speed and only change lanes if a slower car isencountered. The disadvantage of such a strategy is that it does not take into account the globalcriteria of tra�c performance. A slow car should not drive in the \fast" lane simply because itcan maintain its desired speed. We will refer to cars that employ the naive strategy as sel�sh cars,since they maximize the local performance of their respective car. We are interested in strategiesthat maximize the aggregate performance of tra�c. Cars that employ cooperative lane-selectionstrategies will be termed smart cars.Ideally, the smart cars should coexist with current drivers on the highways. This situationposes interesting research questions. How many smart drivers are necessary to make cooperationworthwhile? How quickly does the system break down when sel�sh drivers are introduced in thesystem? Section 4 presents some empirical evidence that, even in tra�c distributions as high as95% sel�sh cars, cooperative lane selection can improve tra�c performance.2.2 Controller Communication and CoordinationThe previous section de�ned the problem of car-centered tra�c management, but left open someimportant issues in designing a distributed arti�cial intelligence system for tra�c management.Speci�cally, we left open the level of communication between the cars and the amount of knowl-edge available on other cars' decisions and state. The multi-agent literature is often divided onthese matters, and we feel that it is not central to the problem de�nition. Here we describe ourassumptions about communication and state information.We assume that cars have access to information on their own state, including knowledge of theircurrent driving speed and the driver's desired speed. One could imagine a driver specifying desired
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Figure 2: An illustration of the input to each car. The shaded region shows the current inputinformation for the middle car. The car has access to its current speed, its desired speed, therelative speeds of surrounding tra�c, and whether other cars are smart or sel�sh.speeds at the start of a trip, or the system could infer this information from the driver's historicalbehavior. We also assume that cars can perceive limited state information of surrounding cars,such as their relative speeds. The system could sense this information using radar or receive itdirectly from other cars via radio waves or the Internet. Cars should also sense which surroundingcars are cooperative and which are sel�sh. Again, the system could infer cooperation from driverbehavior or direct communication.Figure 2 illustrates the input for a car in a speci�c tra�c situation. The middle car receives asinput its current speed, its desired speed, the relative speeds of surrounding tra�c, and whethersurrounding cars are cooperative or sel�sh. The range and granularity of the relative speed inputscould be adjusted to take into account both local tra�c and upcoming tra�c. For example, it mayprove bene�cial to receive not only relative speeds of individual cars in the immediate vicinity, butalso relative speeds of groups of cars in more distant ranges.We assume that the controller's output consists of three options: (1) stay in the current lane,(2) change lanes to the left, or (3) change lanes to the right. The output does not specify thebest lane to drive in, but rather whether the lanes immediately left or immediately right are betterthan the current lane. This control provides exibility, since it does not depend on the number oflanes on the roadway or knowledge of the current driving lane. Thus, controllers that learn on athree-lane highway should, at least in principle, generalize to greater or fewer lanes.We assume that the controller's output represents a ranking of the three possible choices, withthe highest ranked choice that is both valid and safe being selected as the car's next action. Fora recommendation to be valid, there must be a lane available in the speci�ed direction. For arecommendation to be safe, there must not be a car in the same longitudinal position in the newlane. It is always safe to remain in the current lane. The system could also incorporate other safety



Distributed Learning for Traffic Management 5assurances such as detecting whether a lane change produces an unsafe spacing between cars in thenew lane. For example, one might specify that a very slow car should not move in front of a veryfast car even if there is immediate space for it in the fast car's lane, since the fast car will likelyclose that space during the span of the lane change.The higher-level safety/validation process relieves the controller of the overhead of decidingwhat lanes are available and safe and centers the control problem on the speci�c area of concern:which lanes are better. In other words, by removing the problem of validation and safety, thecontroller can focus on and more easily learn the task of lane ranking. This approach is analogousto removing legal move identi�cation in game playing.Another important issue concerns the representation of the di�erent lane-selection strategies.Clearly, di�erent types of drivers should select lanes di�erently. Slower drivers will normally (butnot always) use lane selection to open up lanes for faster tra�c, whereas faster drivers will selectlanes to get through slower tra�c. Average-speed drivers will employ elements of both strategies.At issue is how the di�erent types of strategies are represented and implemented.One approach is to maintain an explicit control policy for each type of driver. For example,fast drivers would utilize the fast lane-selection strategy and slow drivers the slow lane-selectionstrategy. A disadvantage of this approach is that it requires a priori knowledge of the number ofdriver types and the boundaries that separate them. Also, it does not provide a smooth transitionbetween styles of driving. A driver on a boundary would be forced into one of the two surroundingstrategies instead of an interpolation between the two.A better approach is to parameterize the driving style and use it as input to a single controlpolicy. Each car would contain the same control policy, but since it receives driving style as input,it behaves di�erently for di�erent types of drivers. In this case, driving style is simply the desiredspeed. No a priori decisions are necessary regarding the number of lane-selection strategies or theirboundaries. Moreover, since the di�erent strategies are keyed to a continuous input (desired speed),there can be smooth transition and interpolation between di�erent lane-selection strategies.2.3 Learning Distributed Control StrategiesCreating distributed lane-changing controllers by hand appears quite di�cult. It is unclear whetherexperts exist in this domain and, even if they do, experts often �nd it di�cult to verbalize com-plex control skills, which creates a knowledge acquisition bottleneck. Also, the innumerable tra�cpatterns and varying driving styles create a very large problem space. Even with signi�cant expertdomain knowledge, hand crafting a controller that operates e�ectively in all areas of the problemspace may not be feasible.Another solution is to apply machine learning to develop intelligent controllers through directexperience with the domain. A learning algorithm would modify the controller based on goodand bad experiences in the problem space. This approach frees us from the task of acquiring andencoding expert domain knowledge, since it discovers examples of good and bad decisions throughdirect experience. Moreover, the controllers are not necessarily �xed and could continue to learnand adapt with new experiences.The lane-selection problem appears out of reach of the more standard, supervised machinelearning methods (e.g., Quinlan, 1986; Rumelhart, Hinton, & Williams, 1986). In supervisedlearning, control policies are formed from examples of correct behavior. In the case of intelligent laneselection, supervised learning requires demonstrations of good and bad lane selections. Without



Distributed Learning for Traffic Management 6expert domain knowledge it is di�cult to generate these examples. In many control problems,supervised learning is used to mimic the behavior of people (e.g., Pomerleau, 1992; Sammut,Hurst, Kedzier, & Michie, 1992). For intelligent lane selection, however, this is exactly what we donot want to model. We believe that most drivers do not select lanes intelligently, but are rathermore sel�sh in nature. Thus, it seems erroneous to use real driver behaviors as a basis for learningcooperative lane selection.A more exible machine learning approach that is capable of learning from general rewardsinstead of behavioral examples has been termed reinforcement learning. The rewards provide onlya general measure of pro�ciency over the task and do not explicitly direct the learner towardsany course of action. The learner adjusts its actions through trial and error interactions with theunderlying system to maximize the reward signal. In the lane-selection problem, the cars can receiverewards by solving equation 1 at speci�c time stepqs. Cars then adjust their lane-selection strategiesusing some reinforcement learning algorithm to maximize the reward function. There are two mainapproaches to the task of reinforcement learning: methods that learn through temporal di�erences(Sutton, 1988; Watkins & Dayan, 1992; Kaelbling, Littman, & Moore, 1996), and methods thatlearn through evolutionary algorithms (Grefenstette, Ramsey, & Schultz, 1990; Holland & Reitman,1978; Moriarty & Miikkulainen, 1996a; Whitley, Dominic, Das, & Anderson, 1993; Wilson, 1994).This paper adopts an evolutionary algorithm as the primary reinforcement learning mechanism, butalso employs a technique similar to temporal di�erence learning for smaller strategy re�nements.3 An Approach to Learning Lane-Selection StrategiesTo test our hypothesis that machine learning can produce e�ective lane-selection strategies fortra�c management, we developed a learning approach tailored to this domain. The learning systemconsists of three main components: reinforcement learning using the SANE neuro-evolution system,supervised learning from pre-existing domain knowledge, and a local learning strategy that is similarin spirit to temporal di�erence methods. Figure 3 illustrates the interaction of the di�erent learningmethods, which are described in the next three sections.3.1 Reinforcement Learning using SANEThe backbone of the learning system is the SANE reinforcement learning method (Moriarty &Miikkulainen, 1996a; Moriarty, 1997). SANE (Symbiotic, Adaptive Neuro-Evolution) was designedas a fast, e�cient method for forming decision strategies in domains where it is not possible togenerate training data for normal supervised learning. The system maintains a population ofpossible strategies, evaluates the goodness of each from its performance in the domain, and uses anevolutionary algorithm to generate new strategies. The evolutionary algorithm modi�es the poolof strategies through common genetic operators like selection, crossover, and mutation (Goldberg,1989).SANE represents its decision strategies as arti�cial neural networks that form a direct mappingfrom sensors to decisions and provide e�ective generalization over the state space. The evolutionaryalgorithm searches the space of hidden neuron de�nitions, where each hidden neuron de�nes a set ofweighted connections between a �xed input and �xed output layer. In other words, SANE evolvesall of the connections and weights between the hidden layer and the input and output layers in athree-layer network.



Distributed Learning for Traffic Management 7

SANE

Domain
Knowledge

Initial
Strategies

Population
of Strategies

Population Seeder

Evaluation
Score

Performance
Traffic

Modified
Strategy

Rules of Thumb

Current Strategies

New Strategies

Local Learning Traffic Simulation

Strategy

Strategy

Figure 3: The organization and interaction of the di�erent learning modules.SANE o�ers two important advantages for reinforcement learning that are normally not presentin other implementations of neuro-evolution. First, it decomposes the search for complete solutionsinto a search for partial solutions. Instead of searching for complete neural networks all at once,solutions to smaller problems (good neurons) are evolved, which can be combined to form ane�ective full solution (a neural network). In other words, SANE e�ectively performs a problemreduction search on the space of neural networks.Second, the system maintains diverse populations. Unlike the canonical function optimizationevolutionary algorithm that converges the population on a single solution, SANE forms solutionsin an unconverged population. Because several di�erent types of neurons are necessary to build ane�ective neural network, there is inherent evolutionary pressure to develop neurons that performdi�erent functions and thus maintain several di�erent types of individuals within the population.Diversity lets recombination operators such as crossover continue to generate new neural structureseven in prolonged evolution. This feature helps ensure that the solution space will be explorede�ciently throughout the learning process. Thus, SANE is more resilient to suboptimal convergenceand more adaptive to domain changes than standard evolutionary algorithms (Moriarty, 1997).SANE represents each lane-selection strategy as a neural network that maps a car's sensoryinput into a speci�c lane-selection decision. Figure 4 shows the input and output of the lane-selection networks. Each network consists of 16 input units, 12 hidden units, and 3 output units.A network receives input on the car's current and desired speeds and the speeds of surroundingtra�c, and it outputs a ranking of the three possible choices.A strategy is evaluated by placing it in a tra�c simulator and allowing it to make lane selectiondecisions in a certain percentage of the cars. Each strategy is evaluated independently of otherstrategies in the population, so that only one is evaluated at a time. Cars not under control of thestrategy being evaluated follow \default" rules of behavior. We measure the �tness of a strategyusing equation 1 after some number of simulated seconds. SANE uses these evaluations to bias itsgenetic selection and recombination operations toward the more pro�table lane-selection strategies.
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Figure 4: The input and outputs to the neural networks for lane selection.3.2 Incorporating Existing Domain KnowledgeThe second learning component capitalizes on pre-existing domain knowledge and gives SANE agood starting set of initial strategies. Although expert information is di�cult to obtain in thisproblem, general rules of thumb are not. For example, one good rule of thumb speci�es that a veryslow driver should in general not drive in the far left lane. Supervised learning from these generalrules of behavior will not generate optimal lane selection strategies, but it can give the learningsystem a good head start towards intelligent behavior.The population seeder applies rules of thumb in the tra�c simulator and generates a series ofinput and output pairs, which represent decisions made from the rules of thumb based on speci�csensory input. These pairs denote examples of good behavior that can be fed to a supervised learn-ing method to form initial strategies. Since SANE's strategies are represented as neural networks,the population seeder employs the backpropagation algorithm (Rumelhart et al., 1986) to train thenetworks over the training examples. To maintain diversity within the initial population of neuralnetworks and not overly bias SANE toward the rules of thumb, only a subset of the networks areseeded using the default knowledge. In practice, we seed 25% of the initial population.We used four separate rules to seed SANE's initial population of strategies:� If your desired speed is 55 m=h or less and the right lane is open, then change lanes right� If you are in the left lane, a car behind you has a higher speed, and the right lane is open,then change lanes right� If a car in front of you has a slower current speed than your desired speed and the left laneis open, then change lanes left.� In the previous situation, if the left lane was not open but the right lane is open, then changelanes right.



Distributed Learning for Traffic Management 9These rules are based on our interpretation of the \slower tra�c yield to the right" signs postedon the highways. We will refer to this strategy hereafter as the polite strategy. The sel�sh strategydescribed in section 2.1 operates using only the last two rules.3.3 Local Learning through Performance Di�erencesWe also implemented a local learning module that, like the population seeder, was implementedto increase learning e�ciency and thereby reduce the amount of simulation time necessary toform good strategies. Local learning occurs during the evaluation of a lane-selection strategy andmakes small re�nements to the strategy based on immediate rewards or penalties. A reward orpositive training signal is given if there is a signi�cant increase in tra�c performance and a penaltyor negative training signal is given if there is a signi�cant decrease. Performance is measuredat regular intervals. In practice, we sample tra�c performance every 10 simulated seconds andgenerate a reward or penalty signal if the di�erence in performance from equation 1 is larger thanten.If a training signal is generated, all actions performed in the sampling interval are consideredresponsible. If the signal is positive, each of those actions is reinforced. If it is negative, they arepunished. Reinforcement and punishment are achieved by backpropagating error signals associatedwith the network's activation in that situation and a training example derived from the trainingsignal. For example, reinforcement on a change left decision would create a training example of theprevious input paired with the target output (0.0, 1.0, 0.0). The targets of stay center and changeright are 0.0 and change left is 1.0. Using the standard backpropagation procedure, the weights areupdated based on this training example and the resulting network is more likely to choose changeleft in a similar situation. A negative training signal in the previous example, would generate atarget output of (1.0, 0.0, 1.0), and the resulting network would be less likely to choose change leftin similar situations.The learning strategy is somewhat similar to temporal-di�erence methods (Sutton, 1988) forreinforcement learning, in that updates are based on the performance di�erences over successivetime periods. However, temporal di�erence methods treat performance di�erences as predictionerrors from which they can learn to predict future rewards. Our local learning component uses thedi�erences to determine whether to reinforce or penalize speci�c decisions, but it does not directlyaddress the issue of credit assignment. Our framework could also use a temporal-di�erence methodfor local learning, and we expect to evaluate this approach in the near future.4 Experimental EvaluationIntelligent lane selection o�ers important advantages for tra�c control and our learning methodo�ers a plausible approach to generating selection strategies, but its actual behavior remains anempirical question. In this section, we report experimental studies of our approach in a simulatedtra�c environment. We demonstrate that learned strategies for lane selection let drivers moreclosely match their desired speeds than handcrafted strategies, while also reducing the numberof lane changes. We also show that the learned behaviors generalize to di�erent tra�c densities,di�erent numbers of lanes, situations involving blocked lanes, and even the presence of sel�shdrivers. We also report lesion studies that reveal the contributions of the di�erent learning modules.



Distributed Learning for Traffic Management 10Earlier in the paper, we characterized this research as exploratory in nature. Following Diet-terich's (1990), advice, we have focused our e�orts on precisely stating a challenging new problemfor machine learning, showing the feasibility of solving this problem by describing an initial system,and illustrating some important issues that arise in experimental studies of such systems. We do notclaim that our particular system is superior to other methods of learning strategies for distributedtra�c control, and we leave experiments designed to answer such questions for future research.4.1 A Simulated Tra�c EnvironmentTo evaluate tra�c management through intelligent lane selection, we developed a simulator tomodel tra�c on a highway. For each car, the simulator updates the continuous values of position,velocity, and acceleration at one second intervals. The acceleration and deceleration functions wereset by visualizing tra�c performance under di�erent conditions and represent our best estimate ofthe behavior of actual drivers. Acceleration (A) is adjusted based on the equation A(s) = 10s�0:5,where s represents the current speed in miles per hour (m=h).Deceleration occurs at the rate of -2.0 m=h per second if the di�erence in speed from theimmediate preceding car is greater than twice the number of seconds separating the two cars. Inother words, if a car approaches a slower car, the deceleration point is in proportion to the di�erencein speed and the distance between the cars. If there is a large di�erence in speed, cars will deceleratesooner than if the speed di�erences are small. If the gap closes to two seconds, the speed is matchedinstantaneously. Lane changes are only allowed if the change maintains a two-second gap betweenpreceding and following cars.The simulated roadway is 13.3 miles long, but the top of each lane \wraps around" to thebottom, creating an in�nite stretch of roadway. The simulator was designed as a tool to e�-ciently evaluate di�erent lane-selection strategies and thus makes several assumptions about tra�cdynamics. The primary assumptions in the current model are:� All cars have the same size and mass;� All cars use the same acceleration rules;� Cars accelerate to and maintain their desired speed if there are no slower, preceding cars, andthey never exceed their desired speed;� A lane change takes exactly one time step (one second); and� There are no curves, hills, on ramps, or exit ramps.Although none of these assumptions hold for real-world tra�c, they are also not crucial to evaluatethe merits of intelligent lane selection. Removing these assumptions unnecessarily complicates themodel, which creates unacceptable run times for exploratory research. In future work, we willexpand our experiments to a more realistic simulator such as SmartPATH (Eska�, 1996).During training, the learning system uses the tra�c simulator to evaluate candidate lane-selection strategies. Each evaluation or trial lasts 400 simulated seconds and begins with a randomdispersement of 200 cars over three lanes on the 13.3 mile roadway. Desired speeds are selectedrandomly from a normal distribution with mean 60 m=h and standard deviation 8 m=h. In each
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(b)Figure 5: The performance of tra�c using di�erent lane selection strategies under di�erent tra�cdensities. Figure 5(a) plots the mean squared di�erence between actual speeds and desired speedsfrom equation 1. Figure 5(b) plots the average number of lane changes per minute.trial, the percentage of smart cars is selected randomly from a uniform distribution, with a mini-mum of 5 percent and a maximum of 100 percent. All other cars follow the sel�sh lane selectionstrategy outlined in section 2.1.To simulate congestion caused by lane closures and merging, portions of either the far right orfar left lanes are blocked during training. Lane closures last for one mile and exactly one closureexists at any given time. There is an equal probability that the far right or far left lane will beblocked. A lane-selection strategy perceives a blocked lane as a car with a speed of zero.Each training run begins with a population of 75 random lane selection strategies and 25 seededstrategies, which are modi�ed by SANE and the local learning module over 30 simulated drivinghours. SANE keeps track of the best strategy found so far based on its performance over a trial.When a better strategy is found, it is saved to a �le for later testing. The saved strategies are eachtested over ten 2000-second trials and the best is considered the �nal strategy of the experiment.4.2 Evaluation of Intelligent Lane SelectionThe �rst experiments were designed to evaluate the merits of intelligent lane selection. Here we arenot interested in the aggregate performance over several learning runs, but rather in the performanceof a single strategy that could be used in tra�c. Thus, the tests in the this section were conductedon the best learned strategy found over �ve training runs. Experiments in the next section evaluatethe learning system and provide learning curves that are averaged over all training runs.4.2.1 Experiment 1: Tra�c DensitiesThe �rst study compares the performance of tra�c under di�erent tra�c densities using threedi�erent lane-selection schemes: a sel�sh strategy, a polite strategy, and the learned strategy.The sel�sh and polite strategies operate as described in section 3.2. The learned strategy is thebest strategy (according to �tness over the ten test trials) from the �ve training runs. Strategieswere tested over car densities of 50 to 400 cars per 13.3 miles and performance was measured
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(c)Figure 6: Utility of lanes with respect to desired speeds for the (a) sel�sh, (b) polite, and (c) learnedstrategies. The graph shows the percentage of time that cars drive in the left, center, and middlelanes as a function of desired speeds. These tests used a tra�c density of 200 cars per 13.3 miles.over 20 simulations at each density. In this experiment, all cars on the highway employed thesame strategy and there were no lane closures. Since learning only occurred using 200 cars, thisexperiment examines generalization of the learned strategy to sparse and dense tra�c.Figure 5(a) shows the error in driving speed of the sel�sh, polite, and learned strategy underdi�erent tra�c densities. The error is computed from the �rst term in equation 1 and representsthe average squared di�erence between actual speeds and desired speeds inm=h2. The �gure showsthe clear advantage of the learned strategy. In sparse tra�c (50-100 cars), the performance ofthe three strategies is comparable; however, in more dense tra�c, the learned strategy producessigni�cantly lower divergence from desired speeds. At a density of 200 cars, the learned strategyincurs only a quarter of the error of the sel�sh strategy and less than half the error of the politestrategy. The sel�sh strategy error grows much faster in dense tra�c than the polite and learnedstrategies, because of the many bottlenecks generated by the unyielding, slow drivers. The politestrategy solves many of these bottlenecks by moving slower drivers to the right, but still maintainsa squared error of at least 20 m=h2 over the learned strategy.Figure 5(b) plots the average number of lane changes for each car under the three selectionstrategies. There is a large contrast in the lane-changing behaviors between the polite and learnedstrategies. Even in very sparse tra�c, the polite strategy produces over twice as many lane changesas the learned strategies. In heavy tra�c, the polite strategy calls for almost nine times as manylane changes. The learned strategies reach a maximum lane change rate of 0.35 changes per minute,whereas the polite strategy produces reaches 1.53 lane changes per minute. The sel�sh strategygenerates fewer lane changes than the polite strategy, since it does not have a yielding component;however, it still generates over �ve times as many lane changes as the learned strategy in densertra�c. Thus, compared to both the sel�sh and polite strategy, the learned strategy makes far fewerlane maneuvers, which should increase driver acceptance of intelligent lane selection and hopefullyreduce accident rates.Figure 6 provides a visualization of lane utilization under the di�erent selection strategies fora density of 200 cars. Each graph represents an average over twenty simulations of the percentageof time a driver with a given desired speed spends in each lane. The sel�sh strategy, shown inFigure 6(a), assigns no lane bias to faster or slower drivers, and thus drivers at di�erent speeds are



Distributed Learning for Traffic Management 13Table 1: The distribution of tra�c for the three lane selection strategies.Left Lane Center Lane Right LaneSel�sh 0.35 0.35 0.30Polite 0.35 0.26 0.39Learned 0.25 0.27 0.48spread across all three lanes fairly evenly. The polite strategy, in Figure 6(b), does bias slow driverstowards the right lane and fast drivers towards the left lane, but does so with a rigid partition at55 m=h. Thus, a car with a desired speed of 54 m=h behaves quite di�erently than a car with adesired speed of 56 m=h. This partition comes from the polite rule that moves cars traveling slowerthan 55 m=h to the right lane. The learned strategy, in Figure 6(c), produces a much smootherlane utilization bias. The slowest cars travel primarily in the right lane and, as desired speeds rise,the utilization of the middle and left lanes steadily increase.Another contrast between the three strategies lies in the overall utilization of the three lanesacross all speeds. Table 1 shows the overall lane distribution for all cars. The learned strategy hasa signi�cant bias towards the right lane and places almost half of the cars there. This organizationseems reasonable and quite e�ective since slower cars encounter fewer slower preceding cars andshould operate e�ciently in higher tra�c density than faster cars. The learned lane-selectionstrategy essentially moves half of the tra�c to the right lane and uses the middle and left lanes toorganize the faster tra�c. It is also important to note from Figure 6 that the faster cars do appearin the right lane, but the slower cars never appear in the left lane. The likely reasoning is that aslow car in the left lane causes large disruptions to tra�c ow, whereas a fast car in the right lanewill normally only disrupt its own performance.4.2.2 Experiment 2: Lane ClosuresThe next test evaluated the three strategies in the presence of lane closures. Recall that duringtraining, one mile of either the far left or far right lane was closed and the location of the closurechanged every 500 simulated seconds. Lane closures were replicated in testing to evaluate eachstrategy's ability to handle high congestion areas created by merging tra�c. The degree of mergingin these tests is extreme (a blocked lane every 13 miles) to test the robustness of the three strategies.Figure 7 plots the mean squared error in desired speeds and the average number of lane changeswith closed lanes. Surprisingly, the polite strategy performed very poorly when portions of laneswere blocked. Figure 7(a) shows that under a high degree of merging, it is better to act greedilythan politely. The large errors that the polite strategy incurs come when portions of the far rightare closed. Since the polite strategy directs all of its slow drivers into the right lane, it becomesvery di�cult to merge them back into the two faster lanes when the right lane is blocked. Thisdi�culty causes large bottlenecks in the right lane and creates very high errors in desired speed.Since the sel�sh strategy assigns no lane bias based on driving speed, it is not as a�ected when theright lane is closed.Although the learned strategy also directs its slower drivers to the right lane, it is not as a�ectedas the polite strategy to bottlenecks caused by right lane closures. Under the learned strategy, fasterdrivers in the center and left lanes maneuver to allow slower drivers to more easily merge, whicheases congestion. These seemingly altruistic behaviors were learned because reinforcement is given
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(b)Figure 7: Tra�c performance when portions of lanes are blocked.based on the aggregate performance of tra�c. Additionally, the learned cars have relative speedsensors that can detect slow speeds in preceding tra�c. Thus, the learned strategy can merge thecars much earlier than the polite strategy, which does not begin to merge until a preceding caror lane block forces it to slow down. As in the previous experiment, the learned strategy incurssubstantially lower driving errors and performs only a fraction of the lane change maneuvers as theother two strategies.4.2.3 Experiment 3: Four Lanes of Tra�cAs noted in section 2.2, we designed the controller architecture to be independent of the number ofhighway lanes. The input does not denote the actual lane the car is in, and the output only reectswhether the left or right lane is better than the current lane. Thus, in principle an e�ective strategyformed on a three-lane highway should perform well on a four-lane highway. Our third experimenttests this hypothesis by expanding the highway capacity to four lanes. Since the learning systemonly experienced three-lane highways in training, this experiment also serves as another test ofgeneralization in the learned strategy.Figure 8 plots the error in driving speed and average number of lane changes using four lanes oftra�c. Since there is more lane capacity, up to 600 cars were used in this study. The �gure showsthat the learned strategy achieves the same performance gain over the polite and sel�sh strategy infour lanes of tra�c as it did in three lanes. In dense tra�c, the learned strategy incurs one third toone quarter of the driving speed error of the sel�sh strategy and one half of the error of the politestrategy. As with three lanes of tra�c, the polite and sel�sh strategy make substantially more lanechange maneuvers than the learned strategy.Figure 9 provides a visualization of the lane utilization of the three strategies with four tra�clanes using 300 cars. As in Figure 6, the sel�sh strategy assigns no lane bias based on driving speed,and the polite strategy exhibits a sharp transition between slow and fast driving styles. The graphof the learned strategy is also very similar to Figure 6(c), which demonstrates that the strategydoes indeed generalize to more than three lanes.The learned strategy continues to encumber the right lane with many slow drivers and use theother lanes to organize the faster drivers. Under four lanes of tra�c, however, the fastest drivers are
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(b)Figure 8: Tra�c performance with four driving lanes. No lanes were blocked in this test.placed more consistently in the left lane than under three lanes. For example, drivers with desiredspeeds of 80 m=h drive in the left lane 83% of the time with four lanes tra�c, compared to 57% ofthe time with three lanes. It seems that most of the tra�c organization occurs in the middle twolanes, with the average-speed drivers. This strategy is reasonable, since the average-speed driversmake two di�erent types of lane changes: passing slow cars and yielding to fast cars, and thereforemust reorganize more frequently.4.2.4 Experiment 4: Mixing Sel�sh and Learned StrategiesThe fourth experiment evaluated the learned strategy in the presence of sel�sh cars. The aim wasto examine the robustness of the smart car's group behavior to cars that do not follow the samerules of behavior. We were interested in how quickly the learned strategy breaks down as moresel�sh drivers are added and how many smart cars are necessary to make cooperative behaviorworthwhile.Figure 10 shows the error in driving speeds under di�erent smart car distributions with andwithout lane closures. The �gure plots the speed error for both the smart cars and the sel�sh cars,and it illustrates how the performance for both improves with the number of smart cars. The twographs show that, even with as few as 5% smart cars, there is incentive to cooperate. At 100% sel�shtra�c with no lane closures, cars average a 36.80 m=h2 driving error, while at 95% sel�sh tra�cthe error drops to 34.40 m=h2. Although this improvement in not substantial, it demonstrates thatvery few smart cars are necessary to improve the overall tra�c behavior.1 Moreover, performanceimproves steadily as more cars cooperate, which provides further motivation to drive cooperatively.Finally, at 100% smart cars the average speed error drops to 9.66 m=h2, which is approximately onefourth of the error when all tra�c is sel�sh. The performance increase is not as great when portionsof lanes are blocked, but there remains a steady improvement as more smart cars are added.We should note that, since our goal was to motivate cooperative driving, we trained the smartcars only to optimize the performance of other smart cars. In other words, during the learningprocess equation 1 is only evaluated over the smart cars. Thus, the reduction of speed error in1The one exception occurs with 20 percent smart cars. Additional runs con�rmed that the two controllers hadthe same error at this level, but we have not yet explained the e�ect.
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(c)Figure 9: Utility of lanes with respect to desired speeds for the (a) sel�sh, (b) polite, and (c) learnedstrategies with four tra�c lanes.the sel�sh cars is a \side e�ect" of the cooperative behavior of the smart cars. This e�ect isunderstandable, since the sel�sh cars can take advantage of yielding smart cars, but they do notbene�t more than the smart cars themselves.Figure 11 plots the average number of lane changes per minute for both the sel�sh and smartcars. Unlike the speed error plots, there is a large contrast in the sel�sh and smart performances.The smart cars maintain an average of less than 0.5 lane changes per minute across all distributions.The sel�sh cars, however, change lanes at the rate of 1.87 per minute when no smart cars are presentand only go below 1.0 with 95% smart cars under no lane closures. At 95% smart cars, there areso many smart cars clearing paths for the sel�sh cars that lane changes are not as necessary. Thelane change disparity between sel�sh and smart drivers provides an even stronger motivation forcooperative driving.4.3 Evaluation of the Learning ModulesThe previous experiments demonstrated how an intelligent lane-selection strategy can improveglobal tra�c performance. The next experiment targeted the learning system and evaluated itsbehavior over several training runs. The goal of this experiment was to produce a performancecurve as a function of simulation time and to measure the contributions of each of the di�erentlearning modules.We tested four variations of the learning system: SANE, SANE with the local learning module,SANE with the population seeder, and SANE with both local learning and population seeding.Each variation was tested over ten di�erent training runs in the tra�c simulator with no blockedlanes. To reduce the overall CPU time for each experiment, only 50 cars were used over a 3.3 milerepeating freeway; however, the car-density of 15.1 cars/mile is identical to the previous simulations.Figure 12 plots the learning curves for the four learning variations. Performance is measuredover a 20 trial test set of which 10 trials used 100% smart cars and 10 trials used a randompercentage of smart cars. The performance metric comes from a combination of experiments 1and 4 in the previous section. The metric provides a single benchmark that evaluates strategiesover situations when all cars are cooperating and when greedy cars are present. Thus, performance
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(b)Figure 10: The average squared error of smart and sel�sh cars under di�erent smart car distributionswith (a) no blocked lanes and (b) blocked lanes.numbers in Figure 12 are not directly comparable to any single experiment in the previous section,but they are comparable to the combined performances in experiments 1 and 4. Each curve plotsthe best performance found at or before the current simulation time and is averaged over the tentraining runs.The graph shows a clear improvement when either the local learning or population seedingmodules are added, and the best performance is achieved when both are present. In particular,population seeding provided very e�ective initial strategies for the system to work with. Withoutseeding, early strategies achieved an average error in driving speed of around 75, whereas withseeding the error was only 32. Local learning proved bene�cial whether seeding was done or not.The learning curve also illustrates how quickly our learning approach forms good strategies.Within only three simulated hours, the system produces strategies that generate less than a 20.0mean squared driving error from desired speeds. The weakness of the learning method, however,appears to be re�nement of the best strategies. Although good strategies are found quickly, im-provements to those strategies take considerably longer. For example, while the system requiresonly three simulated hours to reach the error level of 20.0, it requires 18 simulated hours of drivingto reduce the error to 15.0.Experience in other domains such as robotics indicates that SANE is very good at �nding goodareas of the solution space quickly, but that it can have trouble pinpointing the best solutionswithin that space (Moriarty & Miikkulainen, 1996b). The local learning module does aid in thisre�nement, but there remains a quickly diminishing return as simulation continues. We are cur-rently looking into other mechanisms for solution re�nement, including the addition of temporaldi�erence learning.5 Related WorkIntelligent lane selection appears to be a novel approach to tra�c management that has receivedalmost no attention in the tra�c management literature. After a lengthy literature search andseveral email inquiries, we have found only one project with similar goals. Carrara and Morello
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(b)Figure 11: The average number of lane changes per minute under di�erent smart car distributionsusing (a) unblocked and (b) blocked lanes.have proposed a system called DOMINC that employs cooperative driving techniques to increasetra�c e�ciency.2 The main objective of the DOMINC project isto explore the possible improvements and quantify bene�ts in tra�c e�ciency, comfortand safety o�ered by the new concept of cooperative driving and de�ne a new RTIsystem for the motorway.Carrara and Morello assume a strong communication link where each car maintains signi�cant stateinformation of other cars. The targeted areas of control for the DOMINC system include speed,lane changing, and inter-car distance, with the potential bene�ts of reduced congestion, increasedsafety, and higher level of driver comfort. The vision of the DOMINC project is thus very close toour formulation of car-centered tra�c management. However, the paper that we have only describesthe potential bene�ts and does not propose a speci�c methodology for cooperative driving. Also,it does not mention machine learning as an e�ective means to generate the cooperative drivingstrategies.3There are other lane-selection systems that do not manage tra�c, but that are still related toour work. For example, McCallum (1996) used reinforcement learning to train a driving agent toweave around slower and faster tra�c in a task that he calls \New York driving". Here the aimis a sel�sh strategy for lane selection that bene�ts the driver's own performance. This contrastssharply with our task, in which multiple agents that learn cooperative strategies that aim to bene�toverall tra�c performance. Another di�erence lies in the motivation of the research. McCallumcreated his task to exhibit the advantages of his approach to reinforcement learning, and he makesno claims that his learned behaviors will be useful in real tra�c. We designed our lane-selectiontask to demonstrate the advantages of cooperative driving, and we do predict that our learnedstrategies will prove useful in real tra�c. However, the two e�orts share the assumption thatacquiring tra�c controllers is best formulated as a problem of learning from delayed reward in a2The paper that we have does not include a full reference.3We have been unsuccessful in our attempts to �nd out more about the DOMINC project, and would appreciateany help in that regard.
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Figure 12: The average performance of the system as a function of simulation time. The graphshows four variants of the complete learning system: SANE only, SANE with local learning, SANEwith population seeding, and SANE with both local learning and population seeding.driving environment, rather than learning from traces of correct behavior. McCallum's learningmethod relies on a temporal-di�erence strategy, but he could instead have used an evolutionaryapproach, just as we could have employed his method for our distributed learning task.Sukthankar, Baluja, and Hancock (1997) used an approach similar to an evolutionary algorithmto form a voting scheme that makes tactical driving decisions. Their system learned controllers fora single car that managed both lane selections and driving speed to maximize desired speed, avoidcollisions, and exit the highway. Because the authors were concerned with the behavior of a singlecar, rather than overall tra�c behavior, they used a di�erent �tness function that, most likely, wasbiased toward sel�sh controllers that do not take into account the performance of other cars. Thekey di�erence is that we view lane selection as a multi-agent problem, whereas Sukthankar et al.view it as a single-agent problem. However, there are enough common aims that we could adapttheir learning technique to our task and vice versa.The Bayesian Automated Taxi (BAT) project aims to build a fully automated vehicle thatcan drive in normal tra�c (Forbes, Huang, Kanazawa, & Russell, 1995). The system includesa hierarchy of control modules that range from trip planning to automated driving, including amodule for lane selection at the middle level. However, the current system makes lane changes onlyto maintain the target speed of the individual car. We are interested to see whether future workon BAT will emphasize sel�sh or cooperative driving. The project does address an important issue{ noise or inaccuracies in sensory data { that we have not. In line with our vision, Forbes et al.hold that smart cars will initially coexist with greedy, human-driven cars. However, whereas wecurrently assume that smart cars receive perfect information about other cars' speeds and positions,BAT treats these values as uncertain and uses a Bayesian network to maintain to estimate otherdrivers' speeds and intentions. Learning occurs by adjusting the conditional probabilities basedon actual sensor readings. Robustness to sensor noise is an important attribute, and we hope toincorporate similar ideas in our future work.



Distributed Learning for Traffic Management 20Research on advanced tra�c management has focused on issues of larger-scale tra�c control.One popular method for lane selection in automated freeways determines a �xed speed for each laneand then assigns each driver to a lane based on the length of their trip (Hall, 1995; Ramaswamyet al., 1997). This approach encounters several problems within our formulation of the tra�cmanagement task. First, it assumes that all drivers will follow their instructions, and it remainsunclear how this management strategy will perform if sel�sh drivers ignore their lane assignments.Our approach, on the other hand, has proven to be robust in the presence of sel�sh drivers (�gure10).Second, it forces many drivers to go faster than their desired speeds, and we predict that slowerdrivers will �nd such instructions disagreeable. Nevertheless, it may be possible to design variationson this scheme that better meet our aims, so we should not rule out the basic framework withoutadditional thought.The multi-agent framework used in our experiments is similar to the approach proposed bySchmidhuber (1996) for learning cooperative behaviors through reinforcement learning. As inSchmidhuber's method, each agent does not attempt to model the behavior of other agents, butrather treats their features as characteristics of the environment. Control policies are formed thatuse sensors to detect characteristics of other agents, such as location and speed, to generate e�ectivecontrol decisions. Schmidhuber demonstrated that agents can achieve cooperative behavior withoutmodelling each other, which is consistent in the results of our own simulations.6 Discussion and Future WorkThe experimental results in this paper are encouraging and demonstrate the potential bene�ts ofintelligent lane selection. Smart cars signi�cantly reduced both the di�erence between actual anddesired speeds and the number of lane changes. However, as described in section 4.1, there wereseveral assumptions in the current simulation model that we hope to address in the near future.One of the assumptions that could a�ect performance is the highway architecture. On-rampsand o�-ramps introduce interesting dynamics into the tra�c environment that will certainly a�ectlane selections. A car that is taking an immediate right o�-ramp should not move left even if apreceding car causes it to reduce its speed. Also, a car entering the highway with a high desiredspeed should not immediately move to the left lane, since it will need to accelerate to that speed.Our smart cars do appear robust to external factors that inuence lane selections, such as sel�shcars, and should adapt to �t their particular environment. If the environment contains o�-rampsand on-ramps, and if cars encounter them during training, then control policies should evolve thataccount for them.Another problem is that the number of lane changes we observed does not appear to reect theactual behavior of people. Drivers have speci�c speed tolerances that inuence when they changelanes. For example, a driver may change lanes only if his speed drops 10 m=h below his desiredspeed and if there is very little tra�c in another lane. Since these tolerances are di�cult to obtainand quantify, our driver models assume that a lane change is attempted as soon as the speed dropsbelow the desired speed. We have also assumed that the desired speed for each driver is constant,whereas actual drivers may change this quantity over the course of a trip. In the future, we hopeto demonstrate that our approach still works for more realistic models of driver behavior.In this paper, we presented intelligent lane selection as an approach to letting drivers approxi-mate their desired speeds and to minimizing the number of lane changes. However, lane selectioncould attempt to optimize other performance criteria as well. Examples include selecting lanes



Distributed Learning for Traffic Management 21to increase overall tra�c throughput, selecting alternative routes to balance tra�c loads over ahighway system, or letting emergency vehicles easily pass through to their destination. We believethese criteria can be easily incorporated into equation 1 and thus improved through reinforcementlearning.Another area where cars can coordinate behavior to maximize global utility is speed control. Forexample, cars can vary speeds to let other cars easily merge onto the highway and avoid unnecessarybottlenecks. Reinforcement learning could generate local speed control policies that generate targetspeed based on information about the preceding tra�c and the driver's current speed. Collectively,the speed control policies should promote overall tra�c throughput and reduce areas of congestion.7 Summary and ConclusionsCoordination of local car behaviors is a novel approach to tra�c management that poses a chal-lenging problem to both arti�cial intelligence and machine learning. In this paper, we proposedone formulation of this problem: intelligent lane selection to maintain desired driving speeds andreduce lane changes. Given only information on the local tra�c patterns and the desired speed,cars can coordinate local lane changes to let faster tra�c pass through while still allowing slowertra�c to maintain desired speeds.We described and evaluated an approach that uses supervised and reinforcement learning togenerate the lane-selection strategies through trial and error interactions with the tra�c environ-ment. Compared to both a sel�sh strategy and the standard \yield to the right" strategy, thesmart cars maintained speeds closer to the desired speeds of their drivers while making fewer lanechanges. Additionally, intelligent lane selection was shown robust in the presence of sel�sh drivers.Tra�c performance improves even when as few as �ve percent of the cars cooperate. Future workwill explore more realistic tra�c and driver models, as well as variations on the task of coordinatingdriver behaviors.ReferencesCarrara, M., & Morello, E. Advanced control strategies and methods for motorway of the future.In The Drive Project DOMINC: New Concepts and Research Under Way.Dietterich, T. G. (1990). Exploratory research in machine learning. Machine Learning, 5, 5{9.Eska�, F. (1996). Modeling and Simulation of the Automated Highway System. Ph.D. thesis,Department of EECS, The University of California at Berkeley.Forbes, J., Huang, T., Kanazawa, K., & Russell, S. (1995). The BATmobile: Toards a bayesianautomated taxi. In Proceedings of the 14th International Joint Conference on Arti�cial In-telligence (IJCAI-95) Montreal, CA.Gilmore, J. F., Elibiary, K. J., & Forbes, H. C. (1994). Knowledge-based advanced tra�c manage-ment system. In Proceedings of IVHS America Atlanta, GA.Goldberg, D. E. (1989). Genetic Algorithms in Search, Optimization and Machine Learning.Addison-Wesley, Reading, MA.
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