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1. Introduction

The creation of a complate intelligent system is a goal of many
researchers in cognitive science and artilicial intelligence. An
elegant path to realizing that goal would be to let a system develop
its inteilect through interactions with the environment. Recent
work in perceptual and motor skills has brought these hopes
closer to fulliliment; but we are still many years from constructing
systems that can adequately interact with the real world.

In this paper we describe a simulated world for develobing and

testing models of lzarning and development. Such a facility could
play an important role in the emerging field of cognitive science,

since it would encourage researchers to construct complete
systems, and since it would provide a common ground on which

“competing theories might be compared. Below we summarize the
aims of the project and the design criteria for thé simulated
environment. After this, we present an overview of the simulated
world and of the sensory/effector interfaces through which model
organisms may interact with it. We close with a brief discussion of
the interface between the user and the environmenl.

.2. Aims of the Research

'~ The simulation system described here was conceived by, and
for, cognitive scientists representing a variety of theoretical biases

and paradigms. Hs purpose is not to embody pamcular :

assumptions about comglex information processing (human or
otherwise). but rather to provide a medium for empirical research
that can be shared by -- and tailored to the needs and goais of --
as wide a range of investigators as possible.

2.1. Focué on Learning and Development

The major goal of cognitive science is o understand the nature
of intelligence. However, the knowledge and strategies
responsible for intelligent behavior vary with time. Since any
science searches for invariznt regularities of behavior, this
presents a difficult problem for our field. Langley & Simon (1981)
have argued that we may lind the desired invariants in a theory of

. learning and development, and preliminary steps towards a theory
of the transition process have baen taken by Kiahr & Wallare
{1976}, among others.

Theories of learing and development can be characlerized as
having two problems to solve. Firsl, they need to account for
behavior at several different points ‘in a developmental
progression. Second, they must account for the mechanisms-that
enable the system to progress from state to state. The quality of
the transitional theory is constrained by the quality of the theory
that accounts for behavior at each state. One natural
consequence of this argument is a focus on "expert” or "mature”

" performance:  such models provide an ullimate target for the
transitional processes, and would thus appear to have top priority
in theory building efforts. ) LY

However, we believe that this emphasis has resulted in an
unfortunate limitation.. The contact between current computer
simluation models and an empirical base is aimast exclusively via
adult performance measursas, and olten skilled adults, at that. To
the best of our knowledge, none  of the currently proposed
mechanisms for taking a system from state N to-state N+ 1 could
plausibly have brought the system to state N in the lirst place.
“That is, most models have little developmental Iractabilily,
although they may provida a reasonable account of Athe l;—;arning
machanism in an already well devaloped system. ..

The ideas prasanted here evnlved put of the interactive efforts ol the CMU
World Modelers Gioup. in which J2iune Carbonell has played a major role and

which has included Hans Berhner, Grag Harns, Many Herman, and Glnnn Iba. in

addihon 1o the presant avthors,
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In order to remedy this s;ruahon we ne2d to ask.guestions
about infant systems, about the rudimentary encodings and
internal representations, and about the innate kernal of salf-
modilying processes. We think it is important to zaitempt to
tomulate developmental theorizs in which the ability to undergo
spl! modification in a plausibly supportive envirgnment is the
primary constraint on system design, with performance a problem

_ to be solved within that constraint. (The converse is almost

universally the case with modern theories of self-modification:
parformance models come first, with self-modification added on in
ingenious ways.) The simluated world proposed here would
facilitate such an-elfort. We envision our simulation system as a

‘~togl for investigating any of several domains of knovledge

devalopment, - including form perceplion, object constancy,
problem solving, or quantitative processes.

2.2, Constructing bomplele Systems

A standard approach in science is to partition a pheromenon
and study the pieces separately. In cognitive science, we find

" researchers specializing in language processing, problem solving,

perception, and many other areas. And though this division of

“ labor has clarified much about the components of intelligence, it

has revealed litfle about their  interaction.  For example,

researchers in language acquisition have separataed that form of
learning from concept formation and word Iearning, despite their
strong interplay. Similarly, problem solving theorists have ignored

_perceptual and- motor factors, though they may significantly

influence the dilficully of a problem. We feel enough, is
understood of the components to initiate attempts to construct
complete inteltigent syst°ms

A second argumenl for creating complele systems comes from
représentational consideratiohs. As long as ona focuses on only

A _an artificially bounded subset of behavior. the input of the system

must be specified by the user. Thus, one might build a system
with apparently general learning mechanisms. but which would
learn only when presented with carefully hand-crafted data. The
construction of a complete system should guard against such
subtle kludges, since information would be obtainad !hrough.
direct interaction with the envuronment or by inferences ¥~-

- system made itself,

2.3. Simulated Worlds vs. Real Worlds

The ideal complete intelligence would be a robot, with sensory
abilities for perceiving the real world and motor abilities for

_affecling it. Unfortunately, we zre still far from understanding

perceptual and molor behavior in the nacessary detail. This leads
us to propose the less impressive but more manag=able option of
devising a simulated environment. The notion of a simulated
world has its own attractions, including its relative indepsendance
of hardware and its transportability betwezen sites, making it an .
ideal tool tor cognilive scientists to employ in their model
construction. It also eliminates the computational constraint that
cognitive pracessing be done in real time.

3. Criteriafora Simu!ated Environment

In order for the simulated world to be usefui as an experimanlal .
tool in cognitive science studies of learning and development, the
foliowing points were considered cenlral design criteria:

» Independence and richness .- The world modst must be
truly separate from the organisms and their internal “modeis™
‘of the world. Moreover, tha world must be sulliciently rich and
unpredictable, so that no organism can internalize a complate
model of the world in its lifetima. 'In particular, the environment
should be much richer than either Backer's (1970) grid
universe or Winograd's (1972} blocks world. This is crucial,
since the real world elicits qualitatively ditfzrent behavior than
would a completely-internalizabie world (where tzble-lookup
and formula-gvaluation would sutfice for perfect bahavior).

o Extensibility and consistency -- The world must be
-extensible. in.terms of intrcducing arbitrary numbers of new
objects and new organisms. However, physical laws must
remain invariant. . ]




¢ Cross-sensory correlation -- The world model should
support multiple sensory media, and each organism can, in
principle, be designed {o take input from any subse! of the
sensory media. Cross-medium sensory correlations play a
central rofe in theories o! perceptual. and cognitive
development. and yet lew computational. studies of this
phenomenon have appeared to date.

Muliti-level sensory interfaces -- In order to satisfy the
objectives of dillerent researchers exploiling the same world-
model tool, interaction between the world model and the
organisms should be mediated via sensory and effector
interfaces, whose purpose is 1o provide the organism with data
{or eflector functions) specified at the desired ievel of
abstraction. -

Synchronous processing -- The environment should not be
forced to slop in order for the organisms to think at their
leisure. Therefore, if the organisms are unable to process all
incoming input, the focus.-ol- attention problem is introduced
as an integral aspect of cognition.

Communication among organisms -~ The only
communicalion possible is .via the sensory and effector
interfzces (by gestures. language, etc.), requiring organisms to
pay attention in order for the communication o take place.

In formulating the above criteria we considered various issues
we wished to research using the simulated-world environment.
" For instance, learning purposive action is a basic tunction in most
higher-level organisms, including human’ “rationai” thought. We
wished to provide organisms with basic drives (e.g., hunger,
curiosity, companionship of like organisms, etc.). basic actions,
and learning mechanisms. Exactly what the starting point for
learning processes ought to be is a matter or research and/or
discretion according' to the phenomenon one wishes to
invesligate.2 For example, one type.of purposive action is to learn
“subsumption ‘goals (Witensky, 1978) e.g., secure more of a
resource {such as food) than presently required to satisfy an
internal drive -- if past experience has shown that the drive will
recur and finding the resource may be an uncertain or costly
oparalion Ancther is to posit intrinsic satisfaction from the
simple, repeated. exécution of activities: eg anget‘s "circular
reactions.”

4. An Overview of the Simulated
Enwro.nment

The simulated three-dimensiona! environment contains objects
of two types: primitive {the building blocks of the physical domain)
and complex (hterarchlcal structures, aggregates of primitive
objects). Every physical structure, including the manifestations of

‘ organisms in the simulaled world, is either a pnmmve ora complex
object. S -
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Flgure 1. anmve Objects

4.1. Primitive Objects

: Figure 1 ilusirates the four types of primitive ob;ecl.; {potygon,
circle, cylinder, sphere) and the spatial parameters that must be
defined for each. A polygon is specified by an ordered list qf

200«; must be careful in researching tearning by simulating aulonomous
organisms nct to t3il into the se¥f organizing-system {aitacy. Early Al research in
“leasning postulated eriremely swnple learming mechanisms and @ virtual fabula

ras2 with tespect 1o real world knowaiedge, with the expoctation lhal such a system .

- tould orgamze ilsel into a thinking entity. The only pasallel of sucha “magical”
feat in the r2al world is the evolulionary process, but ins process required billions
of yeats bihons of generations of orgamsms, and milhons of individual erganisms
o generation. Our world model s designed with the chjective ¢f modeling
developmeantal fearning -- whete a single orgamsm €an learn puiposive action ina
fracthion of its lifelime As sych, it requres a nen-zeto startng pomnt with some
nnaie ahibhies. a high commumcation hand widih with the edeinat world, and

- bult in drives 1o focus ils attenhion and guide its behaver {at teast iniaily)

" “level interface that provides only collections of features for visible.
objects -- or yet lower-level visual data "decompiled™ from the -

researcher.

vertices, a circle by the coordinates of ils center, a radius, and a

normal vector, and so on. All primitive objects have an additionzl/—\
- set of physical properties that must be specilied: mass, center

mass, velocily, angular velocity, elasticity, static and dynamic
coelficients of Iriction, lemperature, taste, color, and texture.
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Figure 2. Joint types used in'complex objeéts

4.2, Complex Objects

The joining of primitive objects to one another, in-any of the
several ways shown in figure 2 (joints may be lixed, sliding,
pivoting, or twisting), produces a complex object -- an organized

- structural hierarchy within which properties may be shared and

which may be acted upon by the physical laws of the environment
as a single unit. A joint may be broken, and the complex object
separated into two {reorganized) hierarchies, by the apphcahon of
force in excess of that joint’s prespecified stress limit. A fifth, or
“virtual,” joint type may aiso be employed, when two objects are
touching and not moving relative to. one another (i.e., in static
contact). -

Consider the example of a table with a coflee cup resting on it.
A typical table has four legs and a top: four primitive objects

-{long, thin cylinders) connected by fixed joints to a fifth {a circular
" or polygonal plane). The cup may be broken down into its body

and a handle: the former a hollow cylinder closed at one end by a
circle of equal radius, and the latter three more cylinders
connected to resemble three sides of a square. A virtual joint
connects the two complex objects, so that if a gentle force is

applied to the table it will take the cup with it when it moves -

of the cup, the inertia of the cup, elc.).‘
4.3. Physical Laws

The simutated environment must be “"updated”-at the start of
each quanium of time.
adjusted, based on previous velocities and the application of
forces; stresses on joints must be computed and, if necessary,
objects fragmented. In short, changes that have resuited from the
influences of objects (including the model organisms) upon one
another -- or from some alteration introduced from without,.by the
user -- must be incorporated into the description of the current
“state-of-the-world.” ©~  This is accomplished by applying
(recursively, to complex objects and their componenis) a. set of
simplified physical laws: rules for the modeling of relatively gross
interactions in the environment,

5. Senso ry and Effector, lnterfaces

Organisms muyst interact with the simulated.- environment in a
manageable way that can be {lailored to the needs of the
As figure 3 illustrates, the sensory and effector
interfaces (also called sensory-motor interfaces, or S-Ml's) are
independent of both the organisms and the external world model.
The primary reason for this decision- is that different researchers
should be allowed to define the level of abstraction of the sensory
information detected by each class of organism. Hence, a

" researcher interested in language acquisition can “plug in” a

symbalic visual interface that provides the names and locations of
objects in the visual field of the organism (in order to relate-objects
and actions lo words and sentences). However, a researcher
interested in perceptual or motor learning can substilute a lower-

world model by the sensoryAinterface. The same design principle
holds for effector interfaces. - '

‘{depending. of course, on the exact magnitude and direction of ~
the force, the Irictional coetficients of the table top and the boltom

The positions of objects need to be -
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Figure 3. Modules of the System ’ g S e e
We believe that the sensory and effector interfaces should

themselves be subjects of research. As an example of the
problems that arise in designing a sensory interface, consider the
fact that human beings can tell with precision the location of
nearby objects, but can only place approximate values on the
absolute location of more distant objects. This phenomenon
seems crucial for some forms of generalization. . For example, it
does not matter if a predator is 1001 or 1003 feet away -- the
organism should Hlee; however, in reaching for an object that is 1
or 3 feet away, differen} actions are called for. Therelore, the
perceptual mechanism that accentuates the latter dilference,
while glossing over the former, appears to be a desirable feature.

6. The Userinterface

‘To exploit the advantages of a simulated world it is essential to
have a powerful user interface. Of major importance is the ability
. to view the world as an observer within tha world would see it. In
our implementation, the user may create multiple windows,. each
of which is a perspective drawing of the world from a different
viewpoint. These viewpoints may be fixed, or they may be bound
to the "eyes™ of particular organisms within the world so that the o : .
window accurately portrays the image seen by the organism. A ‘ . . a o
graphical display also allows the user to easily construct new ’ ‘ !
cbjects and organisms differing in physical characteristics.

in addition to havirig commands for controlling the windows, the
user must also be able to control the motor and verbal behavior of
certain organisms that function as teachers (of other organisms}).
The interface should allow the user to specify actions as high level
commands instead of cumbersome primitives (such as forces to
be applied at certain joints). Simulation of the world also enables
a detailed record of events to be kept for later examination by the
investigator. Assuming the cognitive states of the organisms are
saved periodicaily} such a record could be backed up to a certain-
point in time and the simulation restarted, providing a valuable o .
opportunity to explore alternative courses of action. i : i ) T
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